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A B S T R A C T

Human-Cyber-Physical Systems (HCPS), as an emerging paradigm centered around humans, provide a promis-
ing direction for the advancement of various domains, such as intelligent manufacturing and aerospace. In
contrast to Cyber-Physical Systems (CPS), the development of HCPS emphasizes the expansion of human
capabilities. Humans no longer solely function as operators or agents working in collaboration with computers
and machines but extend their roles to include system design and innovation management. This paper proposes
a Multisensory Interaction Framework for HCPS (MS-HCPS) that leverages human senses to facilitate system
creation and management. Additionally, the introduced Multisensory Graph Convolutional Network (MS-
GCN) model calculates recommendation values for multiple senses, elucidating their relevance to system
development. Furthermore, the effectiveness of the proposed framework and model is validated through three
practical engineering scenarios. This study explores the research on multisensory interaction in HCPS from a
human sensory perspective, aiming to facilitate the progress and development of HCPS across various domains.
1. Introduction

A Cyber-Physical System (CPS) refers to a coupled system that
integrates physical and software components into computational net-
works and physical processes [1]. The latest iteration of CPS, known
as the Human-Cyber-Physical system (HCPS), represents an intelligent
composite system with a human core element, aiming to achieve a
profound integration of three dimensions for enhanced efficiency and
effectiveness. HCPS introduces a human layer that mediates between
the physical system and the information system, enabling both direct
and indirect control. Direct control entails the user’s active engage-
ment with both the physical space and the information space. On the
other hand, indirect control involves the system’s ability to sense and
interpret the user’s action, cognition, and attention, thereby facilitating
interaction with the information system and subsequently governing
the physical system. As a cutting-edge area encompassing intelligent
manufacturing, traffic control, and architectural design, HCPS places
significant emphasis on human-centricity, unlocking and harnessing hu-
man intelligence to a greater extent. The human component, being the
most creative, adaptable, and proactive factor within the system, should
be actively engaged in the interaction cycle and decision-making pro-
cess between the physical and information spaces. Human senses serve
as the fundamental basis for perception, decision-making, and control,
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significantly influencing the design and management of physical and
information spaces. Therefore, the establishment of HCPS requires
deep integration with human multisensory cognition, enhancing users’
emotional cognition and establishing an emotional connection between
the system and users [2]. Although current HCPS research is often
focused on enabling technologies or root technologies, the exploration
of user-centered multisensory interaction represents a crucial pathway
toward gradually realizing digitalization, networking, and intelligence
in a broader range of scenarios and fields.

Enhancing HCPS-oriented multisensory interaction is not only cru-
cial for human perception of external information but also plays a
pivotal role in system design and development. Multisensory inter-
action serves as a conduit through which individuals receive infor-
mation by utilizing their perceptual organs and experiences, typically
encompassing the five senses of vision, hearing, touch, taste, and
smell [3]. This field entails a fusion of neurophysiological, psychophys-
ical, mathematical, and computational analyses, along with sensory
design. Current research in multisensory technology encompasses sen-
sory substitution and simulation for diverse applications, crossmodal
methods for delivering sensory information, and the engineering of
multisensory approaches. By optimizing the interaction between indi-
viduals and their environment, multisensory stimulation proves crucial
in resolving engineering challenges across various domains.
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Nevertheless, there is a dearth of quantitative research pertaining to
determining the senses involved in the initial design and the optimal
management of engineering projects, including the degree of sensory
input and the level of interplay between the senses. Consequently,
designers and managers struggle to make informed decisions on which
senses should be employed to achieve specific project objectives based
on quantitative outcomes. While multisensory interaction is pivotal for
the development and optimization of HCPS, the absence of concrete
computational models to implement sensory recommendations remains
a pressing issue. Employing data-driven outputs and feedback from
multiple senses can significantly enhance system efficiency and elevate
the user experience, ultimately resulting in the creation of a more
captivating system.

Based on the aforementioned challenges, this study aims to assist
the system design of HCPS through multisensory interaction, with a
particular focus on the human perception aspect. The three questions
presented:

(1) How to build HCPS from the perspective of multisensory inter-
action in order to explore human-centered system design?

(2) How to help system designers get sensory recommendations
during the initial design phase to determine the appropriate senses to
be incorporated into their research?

(3) How can the proposed recommendations be applied in practical
cases?

In this paper, a novel multisensory interaction framework for HCPS
is proposed, which includes a recommendation model, and the eval-
uation of the framework and model is carried out with practical en-
gineering cases. The relationship between HCPS and multisensory in-
teraction is explored from an innovative perspective. Therefore, an
HCPS-oriented framework is first established to assist the innovation
and management of the system with multisensory design. This ap-
proach facilitates the expansion of HCPS research and applications into
various domains.

Furthermore, we propose a multisensory recommendation model
utilizing Graph Convolutional Networks (GCNs), chosen for their adept-
ness in processing relational data crucial for depicting the complex
network of sensory experiences. In this model, sensory elements are
nodes in a graph, with edges representing their interrelations. GCNs ef-
fectively capture these dependencies, essential for accurately predicting
sensory recommendations in a multisensory context.

This enables effective control of system function development levels
corresponding to different senses, as well as clarification of the con-
struction plan and control of input costs for the project. Finally, this
study will validate and assess the efficacy of the proposed model by
conducting three engineering case studies. This will serve to emphasize
the soundness and rationality of the multisensory interaction frame-
work for HCPS. The objective of this paper is to propel various industry
domains toward progress by fostering the continuous integration and
advancement of multisensory-assisted HCPS. The key contributions of
this study can be summarized as follows:

(1) Proposal of an HCPS-oriented multisensory interaction frame-
work (MS-HCPS) that explores the structural relationship between
human-centered HCPS and multisensory interaction from a fresh per-
spective.

(2) Introduction of a multisensory recommendation model (MS-
GCN) based on GCNs, enabling designers to achieve system innovation
and effective management through sensory integration.

(3) Validation of the framework and model through three case
studies encompassing different scenarios.

The subsequent sections of the paper are structured as follows.
Section 2 reviews the development of HCPS and surveys the relevant
research on the techniques employed in this study. Section 3 presents
the system framework of the proposed MS-HCPS. Section 4 delves
into the details of the proposed MS-GCN model within the context
of the system framework. Subsequently, in Section 5, a case study is
conducted, and the implementation and enhancements of the proposed
system are discussed. Section 6 concludes the paper by summarizing
2

the key findings and contributions.
2. Related works

As a pivotal intelligent system in the context of Industry 5.0, HCPS
holds immense potential for tackling forthcoming challenges in both
industrial and societal domains [4]. This section briefly reviews the
development of HCPS and related research. Subsequently, analysis
and investigation of multisensory interaction technology are conducted
by surveying the existing literature. And the definition and a brief
introduction of GCNs are discussed.

2.1. HCPS technology and applications

HCPS is an intelligent composite system comprising a human, cy-
ber system, and physical system, aimed at addressing various human
aspects in system operation and service delivery [5]. The system en-
deavors to enhance the dynamic interaction between humans and ma-
chines in both cyber and physical realms through ‘‘intelligent’’ human-
machine interfaces, employing human-machine interaction techniques
tailored to the cognitive and physical requirements of the operator.
It also seeks to enhance human physical, perceptual, and cognitive
capabilities through diverse reinforcement technologies [6].

HCPS, positioned as a key driver in the contemporary industrial
revolution, has evolved significantly within innovation systems (see
Fig. 1). In the first machine age, Human-Physical Systems (HPS) played
a pivotal role, displacing manual labor with mechanical contrivances,
and enhancing manufacturing quality, efficiency, and societal produc-
tivity. The second machine age, marked by CPS and rapid information
technology ascent, saw networked systems assume unparalleled versa-
tility, handling diverse functions, and fostering intense competition in
various domains, including computer numerical control, telemedicine,
household appliances, and construction site management [7,8]. In the
new generation of HCPS, comprising humans, cyber systems, and phys-
ical systems, a transformative shift from product-centric to customer-
centric manufacturing occurred [9]. The new generation of HCPS is
achieved through direct human manipulation of cyber and physical
systems or interaction with the cyber system by perceiving human
intent to control the physical system. The role of humans as discerning
‘‘masters’’ collaborating harmoniously with operational cyber–physical
systems assumed unprecedented prominence in this evolutionary tra-
jectory [10]. On one front, advances in artificial intelligence (AI)
promise to introduce human cognitive models, fostering innovation
and refinement. Simultaneously, the human workforce transitioned
from laborers to creators and managers, engaging in creative pursuits.
The heightened emphasis on human perception, learning, and com-
prehension dramatically bolstered HCPS’s capacity for intricate details
and complex problem-solving, signaling a transformative wave set to
disrupt multiple industries.

The integration of advanced manufacturing technology and new-
generation information technology has sparked extensive discussions
on HCPS in various domains. In the realm of smart manufacturing,
HCPS’s development and application can span the entire product life-
cycle, manufacturing process, and services, representing the optimal
integration of each link and the corresponding system [11]. [12] delves
into the application of HCPS in smart manufacturing, encompassing
design, production, and service perspectives, and provides key knowl-
edge and reference models. For the context of Assembly Workstation
4.0 (AW4.0), [13] proposes an HCPS framework for AW4.0 systems
to facilitate intelligent networks of hyperobjects. Introducing a Tem-
poral Synchronization (ST-Sync) strategy enables coordinated decision-
making with heightened flexibility and responsiveness. Additionally,
research frameworks exploring the HCPS perspective of Smart Healthy
Working (SHW) effectively optimize the people, facilities, and envi-
ronmental dimensions, offering guidance for the SHW concept [14].
Moreover, HCPS, based on human-in-the-loop, enhances the vertical
control of individual vehicles in traffic flow and guides drivers to im-

prove their driving performance [15]. In the realm of smart buildings, a
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Fig. 1. Schematic and evolution of HCPS.
proposed HCPS framework with three dimensions provides an overview
of the current research status and potential gaps, further exploring five
future research directions for occupant-centered smart buildings [16].
Furthermore, by constructing an HCPS technology system for intelligent
coal mines, the human, coal mine information system, and physical
system of coal machine equipment interact synergistically. Embrac-
ing the concept of human-centeredness, a human-machine synergistic
technology pathway is proposed for the new generation of intelligent
mines devoid of miners [17]. In summary, it is evident that HCPS
has the potential to support the reform and innovation of numerous
industries in future societies, leaving ample room for exploration in sys-
tem innovation across various fields. Whether leveraging the individual
strengths of human intelligence and machine intelligence for mutual
inspiration or delving into the enhanced experience of human-machine
integration, human-centeredness remains an indispensable focal point
of the HCPS Institute.

2.2. Multisensory interaction and recommendation

The perception and collaboration of multiple senses result from
the synergistic activities of various analyzers, enabling individuals to
access, interpret, and organize sensory information based on their
personal experiences. The integration of these senses enables humans
to perceive a cohesive world of perceptual entities [18]. Embracing
multisensory experiences, which consider the interconnectedness of
human sensory organs during experience design, can foster the creation
of novel product and service experiences. This approach also opens
up opportunities for immersive storytelling and enhanced user en-
gagement with content [19]. Sensory information is typically acquired
through the five fundamental physiological senses visual, auditory,
haptic, olfactory, and gustatory. By actively processing and compre-
hending information observed, heard, and perceived, individuals can
gain deeper insights into system functionalities and better grasp user
needs, thus fostering the generation of innovative ideas.

Multisensory mixed reality technology holds significant promise for
HCPS in intelligent manufacturing. Researchers have explored its ap-
plication in automotive, food and beverage, and textile industries [20].
The focal point of recent research is on visual and auditory interactions,
combined with haptic force feedback technology, to construct systems
integrating information and providing physical enhancement [21]. This
represents a promising avenue for future multisensory integration,
exemplified by the development of a rehabilitation training system for
stroke patients [22]. Additionally, olfactory and gustatory technologies
have potential applications in specific industries, enhancing human
perception and emphasizing material continuity between digital and
non-digital practices [23,24]. Multisensory interaction is crucial for
anthropomorphic emotional communication, improving user engage-
ment in both physical and virtual environments. However, subjective
choices and entrenched habits may limit creative thinking in studying
and implementing sensory technologies. The integration of diverse
sensory combinations presents a formidable challenge, requiring effec-
tive harmonization to align with design objectives for optimal system
construction.
3

Multisensory recommendations strive to enhance user experiences
by discerning individual preferences. Employing data analytics, user
research, and machine learning, the recommendation system analyzes
user intent to deliver personalized suggestions. In visual sensory recom-
mendations, certain studies have enhanced image and visual product
recommendations through adversarial learning, fortifying multimedia
recommendation models [25]. Additionally, the proposed alert sound
recommendation system utilizes a music generation algorithm based
on the Generative Adversarial Network (GAN) to achieve real-time
sound recommendations [26]. Haptic recommendation research focuses
on enhancing user experiences in retail and shopping scenarios, em-
phasizing tactile interaction with the user interface for more effective
recommendations [27]. However, olfactory and gustatory recommen-
dations are still being investigated through human factors experiments
due to the challenges in simulating these senses. For instance, using
olfactory cues to investigate user preferences and intentions [28]. In
the applied research, online perfume systems similarity scores based
on user feedback recommend unique perfumes [29]. The ‘‘What-To-
Taste’’ food recommendation system suggests dishes based on cus-
tomers’ tastes, interests, and ordering history [30]. Several studies
involve the integration of multiple senses, including vision, haptics,
and olfaction. Through comparative experiments, these studies aim to
explore variations in user experience across different senses within
specific scenarios [31,32]. Overall, current sensory recommendation
predominantly targets individual senses to construct tailored product
recommendations for specific contexts. Therefore, providing design
recommendations for multi-sensory interactions emerges as a novel
direction for innovating HCPS.

2.3. Graph convolutional networks

The GCNs is a neural network architecture specifically designed for
processing data represented as graphs or networks [33]. It extends the
concept of convolutional operations from regular grid-like structures
to data with graph structures, thereby facilitating the learning of node
representations and capturing the relationships between nodes in the
graph. In the GCNs architecture, each node in the graph is associated
with a feature vector, and the convolution operation is defined based
on the aggregation of neighboring node features. GCNs, as a promi-
nent model in Graph Neural Networks (GNNs), has gained significant
popularity as a graph analysis method in recent years.

GCNs have demonstrated remarkable capabilities in various tasks
of representation learning, such as node classification, link prediction,
and graph classification [34]. For node classification, GCNs efficiently
learns and propagates information about the entire graph by capturing
local and global dependencies between nodes. Consequently, GCNs-
based strategies can be effectively applied to career prediction in social
network analysis [35]. In terms of link prediction, GCNs enable the
prediction of missing or future links between nodes within a graph.
Several studies based on the GCNs approach can construct patent-
link predictions to predict technology convergence [36]. Regarding
graph classification, GCNs aggregate information from all nodes in
a graph, allowing it to capture the overall structure and properties
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of the graph for different levels or classes of classification tasks. To
enhance the scalability and efficiency of GCNs, a study proposed a
multi-layer coarsening-based GCNs (MLC-GCN) for graph classification.
This optimization technique enables the learning of graph represen-
tations at multiple levels while preserving both local and global in-
formation about the graph [37]. Furthermore, integrating GCNs with
other techniques can address specific applications. For instance, com-
bining GCNs with Reinforcement Learning (RL) has proven effective
for graph-based recommendation system research [38]. Additionally,
GCNs have been successfully combined with generative models like
Variational Autoencoders (VAEs) and Generative Adversarial Networks
(GANs) to achieve the structure-aware synthesis of 3D shapes and
indoor scenes [39]. Overall, the ability of GCNs to model and analyze
graph-structured data has positioned them as valuable tools in various
research domains, including computer vision, recommender systems,
and knowledge graphs [40]. As ongoing efforts focus on improving
modeling capabilities, handling different graph structures, exploring
new applications, and addressing practical challenges related to scala-
bility and efficiency, the exploration and application of GCNs in diverse
fields will continue to expand.

2.4. A brief introduction to GCNs

GNNs are specialized for graph-structured data, adept at represent-
ing intricate relationships among nodes and edges [41]. These networks
utilize information propagation to derive node representations by in-
corporating both the node features and its surrounding context. An
advanced subtype of GNNs, known as GCNs, employ convolution op-
erations analogous to those in Convolutional Neural Networks. By
aggregating feature information from a node’s neighbors, GCNs synthe-
size a comprehensive representation, thereby encapsulating the local
structure and inter-node relationships within the graph. In summary,
with the ability to model complex interactions in graph data, GCNs
represent a potent evolution of GNNs. They offer an effective approach
for graph data analysis, skillfully melding the inherent strengths of
GNNs with the power of convolution operations.

Formally, we first define a graph.
A graph is 𝐺 = (𝑉 , 𝐸, 𝐴), where 𝑉 = 𝑣1,… , 𝑣𝑁 is a set of 𝑁 = |𝑉 |

nodes, 𝐸 is the set of edges, and 𝐴 is the adjacency matrix of 𝐺. In a
graph, let 𝑣1 ∈ 𝑉 to denote a node and 𝑒𝑖𝑗 =

(

𝑣𝑖, 𝑣𝑗
)

∈ 𝐸 to denote
n edge between node 𝑣𝑖 and 𝑣𝑗 . The adjacency matrix 𝐴 is a 𝑁 × 𝑁

matrix. Every node is assumed to be not connected to itself,
(

𝑣𝑖, 𝑣𝑖
)

∉ 𝐸
for any node 𝑣𝑖 ∈ 𝑉 .

Let 𝐻 ∈ 𝑅𝑁×𝑑𝑓 be a matrix containing all 𝑁 nodes with their
feature, where 𝑑𝑓 is the dimension of the input node features, each
row 𝐻𝑖 ∈ 𝑅𝑑𝑓 represents the feature vector for node 𝑣𝑖. The degree
matrix of 𝐴 is 𝐷, where 𝐷𝑖𝑖 =

∑

𝑗𝐴𝑖𝑗 . 𝐴 single layer of a GCN can
effectively capture information about immediate neighbors. By stacking
multiple GCN layers, information from a larger neighborhood, beyond
immediate connections, can be incorporated, enhancing the model’s
understanding of the graph’s overall structure. In the context of a graph
comprising N nodes, the primary objective of a GCN is to discern
structure-aware node representations, thereby ensuring the integration
of both local and broader structural details inherent in the graph.

For an L-Layer GCN, each layer can be calculated as a nonlinear
function:

𝐻 (𝑗+1) = 𝜎
(

𝐴̂𝐻 (𝑗)𝑊 (𝑗)) (1)

where 𝐻 (0) = 𝐻 , 𝐴̂ = 𝐷− 1
2 𝐴𝐷− 1

2 is the normalized symmetric adjacency
atrix and 𝑊 (𝑖) is a weight matrix for the 𝑗th GCN layer. 𝜎 is a non-

inear function (e.g. 𝑅𝑒𝐿𝑈𝜎 (∙) = 𝑚𝑎𝑥 (0, ∙)). Then, we can obtain a
node-level output 𝑍 = 𝐻 (𝐿), which is an 𝑁 × 𝑑𝑔 representation matrix,
where 𝑑𝑔 is the dimension of the node representation obtained from
𝐿th layer of GCN.

Finally, the application of Graph Global Average Pooling is em-
4

ployed to aggregate node-level features, thereby obtaining a holistic
representation of the graph’s features. This encapsulates the entirety of
the graph’s inherent structural information in a condensed form:

𝑅 = 1
𝑁

𝑁
∑

𝑛=1
𝑧𝑛 (2)

here 𝑧𝑖 ∈ 𝑅1×𝑑𝑔 represents the 𝑖th vector drawn from 𝑍 ∈ 𝑅𝑁×𝑑𝑔 and
𝑅 ∈ 𝑅1×𝑑𝑔 represents the holistic representation of the graph’s feature.

3. Multisensory interaction framework for HCPS (MS-HCPS)

It is crucial that innovative design research for the next generation
of HCPS is human-centered. In addition to facilitating the division of
labor and collaboration between humans and machines, it is imperative
to fully harness the distinctive capabilities of human ingenuity and
machine intelligence to mutually inspire one another and foster shared
advancement. The integration of sensory design in system creation and
management holds great potential for generating novel and interactive
outcomes [42]. Consequently, this study builds the MS-HCPS frame-
work from a user-centric perspective, aiming to develop new avenues
for the application and advancement of HCPS.

3.1. Description of sensory

Human behavior and consciousness stem from the perception of
external information by the sensory system. The sensory system com-
prises the five main sensory organs: the eyes, ears, nose, tongue, and
body, which detect stimuli from the surrounding environment. Fig. 2
illustrates the properties and relationships of these senses. Among
the various sensory techniques applied to HCPS, visual and auditory
senses are well-suited for objectively capturing rich and nuanced data,
owing to their perceptual and rational characteristics and resilience to
various types of impairment. Consequently, vision and hearing are com-
monly utilized and fundamental in HCPS. Moreover, the integration
of haptic interaction, which incorporates touch through skin receptors
distributed across the body, has emerged as a promising research
direction in recent years, enabling a more natural and immersive
experience in conjunction with audio-visual interactions. On the other
hand, the olfactory and gustatory senses, associated with the sense
of smell and taste, present unique challenges due to the difficulty in
data collection and flavor simulation. As a result, the development
and application of olfactory and gustatory interaction studies remain
limited. Nevertheless, the cross-modal associations generated by the
interaction of other senses can partially aid in simulating smell and
taste [43]. The fusion of these five physiological senses can influence
the human experience of the environment in a way that is richer than
the sum of the sensations that would result from experiencing each
sense independently.

3.1.1. Vision
Vision is the perceptual faculty enabling the discernment of various

attributes of external objects, such as luminance, chromaticity, and
spatial features, through the visual system. Visual perception holds
significant importance in human and machine understanding of the
world. In the HCPS, the construction of machine and software systems
within the designated ambient space is pivotal for visual interaction.
The embedded vision platforms show promise for CPS by enabling
multimodal perception in outdoor environments [44]. The primary
components of machine vision systems include light source lamps, con-
trollers, cameras, image acquisition cards, lenses, and image processing
devices. Moreover, through the design of system software and applica-
tion software, a user interface that is both functional and aesthetically
pleasing is presented to create a good visual interaction experience.
Visual research is expansive, encompassing critical studies in the realms
of computer vision technologies, object detection, three-dimensional
reconstruction, and other techniques integral to human–computer In-
teraction (HCI) [45]. At the forefront of research, visual perception
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Fig. 2. Human sensory technology and relationship organization.
can be stimulated and enhanced by implementing Extended Reality
(XR) technologies for simulating environments. The XR technology
facilitates virtual experiences and digital sharing of cultural heritage
and construction safety training [46–48].

3.1.2. Audition
Auditory perception refers to the sensory experience of sound prop-

erties generated by the auditory organs in response to sound waves.
Systems conventionally employ sound to achieve functions such as
warnings, emphasis, instructions, environmental simulation, and at-
mospheric rendering. Representative applications of auditory displays,
such as smart hearing aids and car audio, enable auditory assistance,
enhancement, and design. Within HCPS, constructing auditory interac-
tions requires the incorporation of audio equipment alongside sound
processing techniques to realize auditory perception in the specified
sound field. This integration aims to actualize auditory perception
within the specified sound field. Examples of audio equipment products
include speakers, multimedia consoles, digital mixing consoles, audio
sampling cards, synthesizers, microphones, headphones, and more. The
acoustic software is engineered to extract, truncate, and meticulously
edit sound, such as improving audio quality, removing noise, or adding
special effects. to realize the synthesis of the intended auditory out-
put. Studies have been conducted to enhance the user experience of
unsupervised, highly automated vehicles by innovating new auditory
displays [49]. Additionally, investigations have been undertaken into
virtual environment training and music therapy, aiming to proficiently
restore the brain’s capacity for processing and integrating sensory
information [50].

3.1.3. Haptics
Haptic receptors establish contacts across the entire expanse of

the skin, eliciting sensations encompassing temperature, humidity, tex-
ture, pressure, pain, and vibration. They play an indispensable role
in the physiological system. Haptic perception involves the operation
and use of mechanical devices and serves as a means of providing
cues. In the HCPS, haptic interactions stand out prominently, partic-
ularly in domains such as medical rehabilitation, intelligent manufac-
turing, and safety and health training. This prominence is achieved
through a meticulous integration of environmental configurations and
the thoughtful design of both software and hardware components [51,
52]. Traditional haptic devices include mechanical devices, vibration
motors, touch screens, buttons, and switches. Presently, force feedback
5

devices are employed as human-machine interface devices to simu-
late force feedback in haptic perception. Representative instances of
these devices include exoskeleton robots, data gloves, and mechanical
handles. Consequently, the experience of force feedback is further
facilitated through software simulators. The instructions and feedback
provided through haptic interaction significantly influence the user
experience of the operator. In recent investigations, wearable bracelets,
exoskeleton robots, and mechanical platforms integrated with virtual
environments have been utilized to enhance haptic sensations through
driving, vibrating, and shaking actions, ultimately providing a more
immersive experience [53–55].

3.1.4. Olfaction
Olfaction is a distant sense that perceives chemical stimuli through

long distances and is accepted as a suitable stimulus for volatile sub-
stances. Olfaction has long been regarded as the most enigmatic sense,
thus rendering the simulation and application of this sense to possess
a high threshold for development. The current non-intrusive, mobile,
low-cost, and wearable olfactory displays primarily consist of an odor
generation module and a gas dispersion module. Odors are synthesized
from liquid fragrances and atomized, while odor dispersion is achieved
through ultrasonic scent emitters [56]. Odor digitization is realized
through a software design framework specifically tailored for olfac-
tory simulation, facilitating the emulation of olfactory experiences and
the dissemination of odor-related information. Meanwhile, odor data
furnishes essential support by encompassing key information, includ-
ing but not limited to odor molecular details, perceptual attributes,
synthetic formulations, and analytical algorithms. In the examination
of olfactory interactions, olfaction is often simulated in conjunction
with other sensory modalities or employed to augment perceptions in
different sensory domains. The delineation of four pivotal olfactory
design features serves as a heuristic to inform user preferences in flavor
selection [57]. In addition, leveraging virtual reality (VR) technology,
olfactory simulation displays have recently been experimentally intro-
duced and implemented within the domains of gaming and redirected
walking studies [58,59].

3.1.5. Gustation
Taste involves the proximate sensation experienced when taste or-

gans are stimulated by chemical molecules in food. Taste and smell are
often intertwined, but the simulation of taste is still in a rudimentary
stage. Virtual taste currently stimulates the oral cavity through direct
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Fig. 3. The overview of MS-HCPS.
contact with the tongue using physical devices that provide electrical
or thermal stimulation. The production or enhancement of tastes such
as saltiness, sourness, sweetness, fatty/oiliness, electric taste, and mint
taste is limited in terms of taste experience [60,61]. Software design
centered around gustation facilitates the delivery of diet-related func-
tional services and digital flavor simulation. Taste data encompasses
information on flavor molecules, flavor descriptions, food recipes, and
preparation methods. Gustatory interaction holds the potential to con-
tribute to the design of virtual dining experiences and address issues
related to the therapeutic management of dietary disorders. A study has
devised a gustatory display capable of replicating flavors as detected
by taste sensors. The media further individualizes the taste experience
through the integration of effectors and equalizer prototypes [62].
When coupled with VR technology, it can induce distinct gustatory
perceptual variations through the manipulation of visual perception
using different colors and tactile interactions with samples of varying
shapes [63,64].

By stimulating the interaction of multiple senses, it is able to
significantly improves the overall awareness of humans in the design,
use, management, and optimization of the closed loop. The provision
of information displayed in one sense can meet the specific needs of
scenarios. The integration of multiple senses not only enriches the
system’s functionality but also enhances interactive operations. Simul-
taneous stimulation of one sense triggers the involvement of other
sensory channels, leading to a synergistic effect that enhances positive
creativity [65]. Therefore, multisensory interaction is based on under-
standing perceptual experiences, equally empowering the creation of
new perceptual experiences.

3.2. Framework of MS-HCPS

The trajectory from CPS to HCPS signifies an amplified self-
awareness among human beings. In the new generation of HCPS,
the human element transcends the traditional notion of operating
complex machinery. The role of humans is shifting and evolving,
assuming greater prominence, and enabling diverse human types and
roles in HCPS. Human ingenuity is used to develop innovative in-
telligent systems based on information and technology. This fosters
a bidirectional closed-loop of perception, control, and innovation,
6

establishing a seamless connection between humans and physical and
cyber systems [66].

To explore a human-centric system design approach, the MS-HCPS
framework is proposed based on the HCPS model, as illustrated in
Fig. 3. The innovation of HCPS is driven by multisensory to form
a closed loop of human interaction in the loop [67]. The MS-HCPS
comprises humans, cyber systems, and physical systems as its basic
elements. The physical system encompasses physical machines en-
dowed with broad cognitive abilities derived from the principles of
physics. The cyber system encompasses intelligent algorithms operating
within the cyberspace domain, among other components. Furthermore,
humans are not only engaged in control and learning tasks but also
involved in design and management within the MS-HCPS framework.
MS-HCPS expands human perception into five fundamental senses:
vision, audition, haptics, olfaction, and gustation, facilitating the per-
ception of information and guiding cyber and physical system design
accordingly.

Throughout the sensory perception cycle, individuals employ their
senses to apprehend information emanating from cyber and physical
systems, and interpret and organize the acquired information, thereby
generating corresponding experiences. This process generates further
insights and ideas for optimizing or constructing multisensory inno-
vation systems. Ultimately, recommendations from the five sensory
interaction modes are used to facilitate the innovative system design.

Within the framework’s internal loop, humans develop cognition
through perceiving the external world, making decisions regarding in-
formation processing in networked systems, and manipulating physical
system devices. Cyber systems of HCPS encompass not only com-
munication and storage but also intelligent algorithms derived from
intelligent control, intelligent decision-making, and intelligent sensing
construction. Physical systems of HCPS extensively cognizant working
devices, composed of power devices, transmission devices, and struc-
tural and interface design. Exoskeleton robotics technology and XR
technology represent popular approaches for systems [68]. Afterward,
feedback from cyber and physical systems initiates a new round of user
perception, facilitating human perception, learning, decision-making,
and system control.

Within the external loop of this framework, human perception and
interaction based on multiple senses drive innovation and management
in HCPS. As shown in Fig. 4, by utilizing the MS-GCN model, numerical
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Fig. 4. The flowchart of MS-GCN.
values for confidence and relevance can be computed for each sensory
modality, including visual, auditory, tactile, olfactory, and gustatory.
The numerical values reflect the proportion of correlation of each
sensory modality within the system project. These ratios can serve
as a reference for determining the priority level of design for each
sensory interaction in the target system. Initially, the system require-
ments sentences inputted by the users are segmented into individual
words, following which a sentence graph is constructed based on the
similarity of word vectors. Utilizing the PageRank algorithm, we extract
the top 8 most significant keywords that effectively represent the
sentence. Subsequently, these keywords are classified through a fully
connected neural network. This process aids in constructing a sensory
graph based on categorical relationships. The sensory graph is then
fed into a Graph Convolutional Network (GCN) [69] to derive the
recommendation confidence for each sensory modality. This facilitates
designers in achieving integrated innovation of both cyber and physical
systems, such as human-machine hybrid augmented intelligence based
on intelligent algorithms and work devices. Additionally, it aids man-
agers in organizing, managing, and iteratively optimizing systems on an
imperfect foundation. Humans will transcend the role of mere operators
and assume the roles of creators, managers, and leaders, establishing
closer and deeper connections with the system.

The framework proposes leveraging human perception to stimulate
creativity and develop intelligent systems that exhibit effectiveness
and innovation, thereby enhancing human sensory and cognitive ca-
pabilities. The seamless integration of multiple sensory interactions
will facilitate the application of HCPS in diverse scenarios, including
employee training, perfume factories, medical rehabilitation, and other
unexplored domains.

4. Multisensory graph convolutional network model (MS-GCN)

We propose a multisensory recommendation model based on GCNs,
which assimilates the knowledge from large models in the field of
Natural Language Processing (NLP) along with the insights derived
from our constructed Commonsense Knowledge Graphs (CKGs). This
approach enables the quantification of multisensory recommendations,
thereby providing a valuable reference for the design of the HCPS
system.

4.1. Commonsense Knowledge Graphs of MS-GCN

The sensory data were collected through comprehensive literature
and encyclopedia search, resulting in a total of 3850 valid keywords
encompassing the five senses: sight, hearing, touch, smell, and taste.
The proposed CKGs for sensory interactions is organized into four
categories, further divided into eight sub-categories (see Fig. 5). The
construction of the CKGs initiates from human requirements analysis,
providing a comprehensive depiction of each sense and facilitating
the construction of data pertaining to sensory interactions. The first
category is user intention, which encompasses three sub-categories:
thing, environment, and behavior related to sensory experiences. The
collection of data from these sub-categories enables the identifica-
tion of user intent. Additionally, explicit descriptions of sensory needs
are provided under the categories of user need and system need.
7

The user need category encompasses two subcategories: physiological
and psychological. Data collection from perspectives of physiological
characteristics and psychological states captures the user’s instinctive
needs and elucidates the impact of various senses on the user. On the
other hand, the category of system need comprises two subcategories:
usage scenario and core technology. This category integrates technical
data related to each sense and expresses the user’s non-functional
requirements for the system. The final category, sensory definition,
directly describes the sensory-related data. The three categories of user
intention, user need, and system need to contribute to the expansion of
sensory description, ultimately enhancing multisensory interaction for
optimal user experience.

Upon acquiring the keywords, we developed CKGs by systemati-
cally traversing these keywords, focusing on category relationships and
semantic similarity. Specifically, leveraging the large-scale semantic
model, pre-trained BERT, we extracted the semantic vectors of each
keyword. Subsequently, we navigated through keywords of related
categories, guided by their categorization (as illustrated in Fig. 8 of the
manuscript). During this process, we calculated the similarity between
keywords, established a threshold for linkage, and thus constructed the
inter-relationships within the CKGs (similar with Algorithm 2).

CKGs construction facilitates knowledge management, representa-
tion, as well as query and recommendation of solutions [70]. The
division based on these four categories allows for accurate and effective
retrieval of multisensory domain knowledge, thereby assisting in pre-
dicting the user’s design and management intentions for the system.
Building CKGs centered around human sensory interactions effectively
optimizes the manipulation of physical and cyberspace, enhancing
human’s own emotional perception.

Based on this framework, CKGs were constructed for five senses,
namely visual-CKG, auditory-CKG, haptic-CKG, olfactory-CKG and
gustatory-CKG. The visual-CKG (919 nodes/6123 relations), auditory-
CKG (849 nodes/1842 relations), haptic-CKG (674 nodes/2443 rela-
tions), olfactory-CKG (730 nodes/3443 relations) and gustatory-KG.
(678 nodes/2424 relations), visualized and presented using Cytoscape
software, as shown in Fig. 6.

4.2. Our proposed method

In this section, a detailed introduction is provided to our MS-GCN
model, a novel approach to sensory recommendation. The architecture
of this model is shown in Fig. 7. Specifically, Section 4.2.1 commences
with a description of the embedding layer. Subsequently, Section 4.2.2
elaborates on our method of keywords extraction to construct a sensory
graph, which involves the application of a Keyword Extraction Algo-
rithm Based on Graph Ranking (KEAGR). After that, A fully connected
neural network is used to classify keywords in Section 4.2.3. Finally, the
process of sensory graph construction is then explained in Section 4.2.4,
leading up to a comprehensive introduction of our GCN for MS-GCN
model in Section 4.2.5. On the mathematical front, we present the
multisensory recommendation as a classic sensory task. Upon prepro-
cessing a given sentence – including tasks such as punctuation removal,
stop word elimination, and lemmatization – we derive a set of 𝑆 =
{

𝑤1, 𝑤2,… , 𝑤𝑛
}

. The objective of multisensory recommendation is to
predict a sensory category 𝑐 ∈ {0, 1, 2, 3, 4}, where 0, 1, 2, 3, and
4 symbolize ‘visual’, ‘auditory’, ‘haptic’, ‘olfactory’, and ‘gustatory’,
respectively.
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Fig. 5. The CKGs framework for multisensory interaction.
Fig. 6. Partial CKGs of MS-GCN (visual-CKG as an example).
4.2.1. Embedding layer
In this section, we provide a concise description of our embed-

ding layer—BERT [71] embedding—which translates each word into
a high-dimensional vector space.

BERT represents a significant advancement in the field of contextu-
alized representation learning. There are two variants of BERT, 𝐸𝑅𝑇𝑏𝑎𝑠𝑒
and 𝐵𝐸𝑅𝑇𝑙𝑎𝑟𝑔𝑒, both of which are resource-intensive due to the large
number of parameters. For all our experiments, we opt for 𝐵𝐸𝑅𝑇𝑏𝑎𝑠𝑒,
featuring 12 layers, 768 hidden dimensions, and 12 attention heads,
with a total of 110M parameters.

Given a sentence 𝑆 =
{

𝑤1, 𝑤2,… , 𝑤𝑛
}

, it can be transformed into a
high-dimensional representation 𝑋 = 𝐵𝐸𝑅𝑇 (𝑆) ∈ R𝑛×𝑑𝑏𝑒𝑟𝑡 , where
𝑑𝑏𝑒𝑟𝑡 represents the size of the hidden dimension. Consequently, the
vector representation of a particular word, 𝑤𝑖 𝑖𝑠 𝑥𝑖 ∈ R𝑑𝑏𝑒𝑟𝑡 . Thus,
BERT allows for a rich, contextually sensitive mapping of words into
a high-dimensional vector space.

4.2.2. Keyword extraction algorithm based on graph ranking
In this section, we first construct a word graph 𝐺𝑤 =

(

𝑉𝑤, 𝐸𝑤, 𝐴𝑤
)

from the words extracted from the sentence, and then extract keywords
8

that can represent the meaning of the sentence through the PageRank-
based graph ranking method. Initially, we incorporate 𝑋 = 𝑥1, 𝑥2,… , 𝑥𝑛
into the nodes of the graph. Following this, edges are established based
on the cosine similarity of the vectors contained within X. For a more
detailed understanding of this construction process, please refer to
Algorithm 1. It is important to note that 𝜎 serves as a threshold in
this context, and for the purpose of this paper, we set 𝜎 = 0.8. This
methodology allows for the generation of a graph that encapsulates
both the individual characteristics of nodes and the relational dynamics
between them.

To construct graph data of sentences across 8 dimensions, we filter
8 keywords employing the PageRank algorithm [72]. In the context of
the internet, this algorithm views web pages as vertices of a graph and
hyperlinks between pages as edges connecting these vertices, thereby
computing the importance scores of vertices in the graph. The function
of the PageRank algorithm is defined as follows. Here, 𝑥𝑖 denotes a ver-
tex, 𝑋 symbolizes a set of vertices that point toward 𝑥𝑖, 𝑁𝑥 represents
the number of links attached to 𝑥, and 𝑐 stands for a regularization
factor. Through the utilization of PageRank, we extract keywords that
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Fig. 7. The architecture of our proposed methods.

Algorithm 1 Pseudo code of constructing word graph

Input: sentence 𝑆 =
{

𝑤1, 𝑤2,… , 𝑤𝑛
}

, words vector 𝑋 = 𝐵𝐸𝑅𝑇 (𝑆) ∈
R𝑛×𝑑𝑏𝑒𝑟𝑡 , 𝑋 = 𝑥1, 𝑥2,… , 𝑥𝑛, 𝑤𝑖 𝑖𝑠 𝑥𝑖 ∈ R𝑑𝑏𝑒𝑟𝑡 , similarity threshold 𝜎

1: for 𝑖 ← 1, 𝑗 ← 1 to 𝑛 do do
2: 𝑐𝑜𝑠

(

𝑥𝑖, 𝑥𝑗
)

←
𝑥𝑖×𝑥𝑗

‖𝑥𝑖‖×‖𝑥𝑗‖

3: if 𝑐𝑜𝑠
(

𝑥𝑖, 𝑥𝑗
)

> 𝜎 then
4: if 𝑥𝑖, 𝑥𝑗 ∈ 𝑉𝑤 then
5: 𝑒𝑖,𝑗 ← 𝑒𝑖,𝑗 + 1
6: else
7: 𝑉𝑤 ← 𝑥𝑖, 𝑥𝑗 , 𝑒𝑖,𝑗 ← 1
8: end if
9: end if

10: end for
Output: word graph 𝐺𝑤 =

(

𝑉𝑤, 𝐸𝑤, 𝐴𝑤
)

bear high importance and relevance to the sentence, thereby efficiently
filtering the most informative elements for the graph’s construction
across multiple dimensions.

𝑅(𝑥) = 𝑐
∑

𝑣∈𝑋

𝑅(𝑣)
𝑁(𝑣)

(3)

Finally, we got the 8 keywords most related to the sentence 𝑆 ∶=
𝑘𝑤1, 𝑘𝑤2,… , 𝑘𝑤8 and the corresponding vectors 𝑋𝑘𝑤 = 𝑥1, 𝑥2,… , 𝑥8,
𝑥𝑖 ∈ R𝑑𝑏𝑒𝑟𝑡 .

4.2.3. Fully-connected neural network
We use multi-layer fully-connected neural network [73] to classify

keywords into 8 categories 𝑐 = 0, 1,… , 7, where 0, 1,… , 7, symbolize
9

𝑘𝑤
‘Sensory definition’, ‘Physiological’, ‘Psychological’, ‘Thing’, ‘Environ-
ment’, ‘Behavior’, ‘Usage scenario’, and ‘Core technology’, respectively.
For each layer of fully connected neural network, there are two param-
eters 𝑊𝑗 , 𝑏𝑗 that can be learned. The calculation process of the 𝑗th layer
is as follows:

𝑥𝑗+1𝑖 = 𝑊𝑗𝑥
𝑗
𝑖 + 𝑏𝑗 (4)

Assuming that the last layer is the 𝐽 th layer, the calculation process
is as follows:

𝑝𝑖 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥
(

𝑊𝐽𝑥
𝐽
𝑖 + 𝑏𝐽

)

(5)

The loss function is defined by the cross-entropy of the predicted
and true label distributions for training:

𝐿1 = −1
8

8
∑

𝑖
𝑙𝑜𝑔

(

𝑝𝑖
)

(6)

4.2.4. Sensory graph construction
In this section, the sensory graph 𝐺𝑠 =

(

𝑉𝑠, 𝐸𝑠, 𝐴𝑠
)

construction is
introduced in detail. The keywords vectors 𝑋𝑘𝑤 = {𝑥1, 𝑥2,… , 𝑥8} is
used as the nodes of 𝐺𝑠. The weight between the word nodes 𝑥𝑗 and 𝑥𝑘
is defined as:

𝑎𝑗𝑘 =

⎧

⎪

⎨

⎪

⎩

𝑐𝑜𝑠(𝑥𝑗 , 𝑥𝑘) 𝑐𝑗 = 0 𝑜𝑟 𝑐𝑘 = 0

𝑐𝑜𝑠(𝑥𝑗 , 𝑥𝑘) 𝑐𝑗 = 𝑐𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(7)

Algorithm 2 Pseudo code of constructing sensory graph

Input: keywords vectors 𝑋𝑘𝑤 =
{

𝑥1, 𝑥2,… , 𝑥8
}

, 𝑥𝑖 ∈ R𝑑𝑏𝑒𝑟𝑡 , the
corresponding category through 𝑐𝑘𝑤 =

{

𝑐1, 𝑐2,… , 𝑐8
}

, similarity
threshold 𝜎.

1: for 𝑖 ← 1, 𝑗 ← 1 to 8 do
2: 𝑉𝑠 ← 𝑥𝑖
3: end for
4: for 𝑗 ← 1, 𝑘 ← 1 to 8, 8 do
5: 𝑐𝑜𝑠

(

𝑥𝑗 , 𝑥𝑘
)

←
𝑥𝑗×𝑥𝑘

‖𝑥𝑗‖×‖𝑥𝑘‖

6: if 𝑐𝑜𝑠
(

𝑥𝑗 , 𝑥𝑘
)

> 𝜎 then
7: if 𝑐𝑗 = 0 or 𝑐𝑘 = 0 or 𝑐𝑗 = 𝑐𝑘 then
8: 𝑎𝑗,𝑘 ← 𝑐𝑜𝑠

(

𝑥𝑗 , 𝑥𝑘
)

9: end if
10: end if
11: end for
Output: sensory graph𝐺𝑠 =

(

𝑉𝑠, 𝐸𝑠, 𝐴𝑠
)

For a detailed understanding of the construction process, please
refer to Algorithm 2. A visual representation of the adjacency matrix
can be found in Fig. 8.

4.2.5. Graph Convolutional Network (GCN) for MS-GCN
In this section, we detail the structure, training and testing process

of GCN.
As shown in Fig. 9, the structure of GCN contains input layer,

three hidden layers, global mean pool and output layer. The calculation
process of three hidden layers and global mean pool are shown in
Section 4.1.

𝐻 (𝑗+1) = 𝜎
(

𝐴̂𝐻 (𝑗)𝑊 (𝑗)) (8)

where 𝐻 (0) = 𝐻 , 𝐴̂ = 𝐷− 1
2 𝐴𝐷− 1

2 is the normalized symmetric adjacency
matrix and 𝑊 (𝑖) is a weight matrix for the 𝑗th GCN layer. 𝜎 is a non-
linear function (e.g. 𝑅𝑒𝐿𝑈𝜎 (∙) = 𝑚𝑎𝑥 (0, ∙)). Then, we can obtain a
node-level output 𝑍 = 𝐻 (𝐿), which is an 𝑁 × 𝑑𝑔 representation matrix,
where 𝑑𝑔 is the dimension of the node representation obtained from
𝐿th layer of GCN.
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Fig. 8. The adjacency matrix of 𝐺𝑠.
Fig. 9. Graph convolutional network for MS-GCN.
Then the application of Graph Global Average Pooling is employed
to aggregate node-level features, thereby obtaining a holistic repre-
sentation of the graph’s features. This encapsulates the entirety of the
graph’s inherent structural information in a condensed form:

𝑅 = 1
𝑁

𝑁
∑

𝑛=1
𝑧𝑛 (9)

where 𝑧𝑖 ∈ R1×𝑑𝑔 represents the 𝑖th vector drawn from 𝑍 ∈ R𝑁×𝑑𝑔 and
𝑅 ∈ R1×𝑑𝑔 represents the holistic representation of the graph’s feature.

Finally, the output layer is fully-connected neural networks.

𝑝 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑊𝑅 + 𝑏) (10)

where 𝑊 and 𝑏 are learn-able parameters, 𝑝 ∈ R5. The objective of
multisensory recommendation is to predict a sensory category 𝑐 ∈
{0, 1, 2, 3, 4}, where 0, 1, 2, 3, and 4 symbolize ‘‘visual’’, ‘‘auditory’’,
‘‘haptic’’, ‘‘olfactory’’, and ‘‘gustatory’’, respectively.

During the training phase, our data is sourced from the Common-
sense Knowledge Graph, as detailed in Section 4.2. We randomly select
one instance from each of the 8 categories to compose a sensory
graph, the construction of which is depicted in Algorithm 2. From
this process, we accumulate a total of 2970 sensory graphs, consisting
of 275 ‘‘visual’’, 726 ‘‘auditory’’, 209 ‘‘haptic’’, 869 ‘‘olfactory’’, and
891 ‘‘gustatory’’ graphs respectively. These datasets are then randomly
partitioned into a training set and a test set, following an 8 ∶ 2 ratio.
This methodology ensures a comprehensive coverage of all sensory cat-
egories while maintaining a balanced distribution for effective model
training and testing. For an in-depth understanding of the specific
training process, Algorithm 3 is hereby referred to, which provides a
comprehensive overview.
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Algorithm 3 Training phase of GCN

Input: Training set
{(

𝐺𝑖
𝑠, 𝑦

𝑖)}𝑁
𝑖=1, Test set

{(

𝐺̂𝑖
𝑠, 𝑦̂

𝑖)}𝑀
𝑖=1, model 𝑓𝜃 , the

maximum number of iterations 𝑇
1: Initialization: 𝑓𝜃 , training loss 𝓁 ⟵ 0, test loss 𝓁 ⟵ 0, best test

loss 𝓁𝑏𝑒𝑠𝑡 ⟵ 1
2: for 𝑡 = 1⋯ 𝑇 do
3: 𝓁 ⟵

1
𝑁

∑𝑁
𝑖=1 −𝑦

𝑖𝑙𝑜𝑔(𝑓𝜃(𝐺𝑖
𝑠)) − (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑓𝜃(𝐺𝑖

𝑠))
4: Update 𝑓𝜃 to minimize 𝓁 ∶ 𝜃 ⟵ ∇𝜃𝓁
5: if 𝑡%10 = 0 then
6: 𝓁 ⟵

1
𝑀

∑𝑀
𝑖=1 −𝑦̂

𝑖𝑙𝑜𝑔(𝑓𝜃(𝐺̂𝑖
𝑠)) − (1 − 𝑦̂𝑖)𝑙𝑜𝑔(1 − 𝑓𝜃(𝐺𝑖

𝑠))
7: if 𝓁 < 𝓁𝑏𝑒𝑠𝑡 then
8: Save 𝑓𝜃
9: 𝓁𝑏𝑒𝑠𝑡 ← 𝓁

10: end if
11: end if
12: end for
Output: Updated model 𝑓𝜃

To accurately pinpoint the most highly recommended senses, we
employ one-hot vector labeling. As an exploration of the interrelations
among different senses, we utilize soft labels, on the basis of which
multi-sensory recommendations are facilitated. Thus, in the research
presented in Section 5, we derived the results of both single-sensory
and multi-sensory recommendations using two distinct models. In the
testing phase, the input derives from the sensory graph acquired as per
Section 4.3.4.
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Fig. 10. Illustration of case one assisted training system.
5. Case study

In this section, we have discussed three practical case studies. Based
on the input of the target system’s requirement description, the MS-
GCN model is utilized to derive quantitative recommendations for
sensory interaction. The quantitative results are then integrated with
the framework concept of MS-HCPS to develop preliminary system
solutions.

5.1. Assisted training system

In the current fast-paced and sedentary lifestyle, there is a growing
demand for innovative sports and fitness methods. With the increase in
desk-bound work, reliance on technology, and limited cost of exercise,
individuals are seeking new ways to stay active and maintain a healthy
lifestyle. To address these challenges, there is a need for the devel-
opment of advanced training systems that can provide effective and
personalized support. Traditional exercise methods, such as going to
the gym or participating in organized sports, may not always align with
the preferences of modern individuals. Additionally, many people face
barriers such as lack of motivation, time constraints, or limited access
to exercise facilities. This necessitates exploring alternative approaches
to provide flexibility, convenience, and motivation for regular physical
activities.

In order to address these challenges, an innovative assistive training
system is required to aid users in their physical activities through
cutting-edge technological innovations. The input system requirement
description states: ‘‘The system is capable of assisting users’ physical
activities through cutting-edge technological innovations. It possesses abun-
dant instructional resources and enables exercise anytime and anywhere. It
provides users with safety protection while recording and monitoring training
data. Additionally, it is essential to incorporate elements of amusement to
stimulate users’ engagement and transform exercise into a cost-effective and
enjoyable endeavor’’.

Based on the provided input, the key extracted keywords are:
‘‘instructional’’, ‘‘training’’, ‘‘teaching’’, ‘‘exercise’’, ‘‘transform’’, ‘‘video’’,
‘‘recording’’, ‘‘sport’’.

The recommended sensory interaction results and system solutions
have been obtained, as present in Fig. 10. The results obtained firstly
by MS-GCN indicate a high confidence level of 0.99 for the tactile
sense, suggesting a strong correlation with the given task. In the sec-
ond step, MS-GCN explored the multisensory matching values for this
task revealing significant matching values for the haptic, visual, and
auditory senses. Combined with the MS-HCPS conceptual framework,
corresponding system solutions can be designed for further exploration
and implementation: The system aims to enhance locomotion by con-
figuring an exoskeleton equipped with pressure sensors and heart rate
sensors, as well as exercise equipment, with multimodal force feed-
back for haptic interactions. Moreover, the incorporation of machine
learning-driven motion datasets and user profiles enables the amalga-
mation of pertinent physiological data, thereby affording the user rich
sports action resources and a comprehensive visual representation of
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the physiological state. Additionally, the system’s capabilities extend
to the XR simulator, simulating intricate virtual environments and vir-
tual instructional guides. Thereby augmenting the training experience
within virtual spaces by seamlessly simulating both visual and auditory
interactions.

The system affords users an immersive and interactive exercise
experience. By assisting in transforming the way individuals engage in
physical exercise, pioneering assisted training systems render physical
exertion markedly more captivating, personalized, and accessible. The
innovative system introduces novel paradigms and orientations poised
to catalyze a paradigm shift within the sports realm.

5.2. Perfume development system

Perfumes have long been used as a means of personal expression,
with individuals increasingly seeking fragrances that match their per-
sonalities, preferences, and lifestyles. As the demand for personalized
and unique experiences in all aspects of life grows, this changing
consumer landscape requires the development of innovative perfume
research and development systems to meet these individual needs and
preferences. Traditional approaches to perfume development often rely
on standardized and mass-produced methods, resulting in a limited
range of options that may not fully satisfy the diverse tastes of in-
dividuals. In addition, the process of creating and refining perfumes
has traditionally been limited to a small number of experts, making
it inaccessible to a wider audience. These limitations have created a
gap between the perfume industry and consumer aspirations, leading
to a growing demand for more customized and personalized perfume
experiences [74].

To bridge this gap, a new paradigm for perfume research and de-
velopment is needed. The input system requirement description states:
‘‘The system is able to provide one-on-one service to customers, thus pro-
viding exclusive perfume design solutions. Through this system, innovation
and development of perfumes can be achieved, while constructing customized
visual packaging and delivery schemes based on user preferences. It al-
lows users to enjoy exclusive customized services and technical support for
convenient fragrance sniffing with sensor technology. And build a perfume
museum based on the user’s image profile’’.

The key keywords extracted based on the input are: ‘‘perfume’’, ‘‘cus-
tomized’’, ‘‘design’’, ‘‘packaging’’, ‘‘fragrance’’, ‘‘development’’, ‘‘visual’’,
‘‘technology’’.

As shown in Fig. 11, the results obtained from MS-GCN exhibit a
strong correlation with the olfactory sense, with a confidence level of
0.75. Furthermore, further computations reveal significant matching
values for the five senses, particularly in terms of olfaction, vision, and
audition. Capitalizing on the framework of MS-HCPS, a preliminary
systemic solution can be designed as follows: At the olfactory stratum,
the foundational infrastructure of smart devices and odor data analytics
is employed to orchestrate perfume apparatus and formulations that
cater to individual unique preferences. Simultaneously, services pre-
distributing perfume packages and samples with customer’s personal
images are harnessed at the visual and auditory dimensions, manifest-

ing as potent tools for heightening customer contentment and fostering
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Fig. 11. Illustration of case two perfume development system.
Fig. 12. Illustration of case three food processing system.
brand loyalty, thereby engendering an augmentation of brand equity
and the propagation of favorable commendations. Furthermore, the
micro heaters and scent generator fan modules of VR impart a syner-
gistic and conveniently distinctive olfactory encounter, epitomizing the
synergy that can be harnessed to amplify user engagement.

The perfume development system can build the perfect service with
intelligent equipment and technology to enhance user perception on
the olfactory, visual, and auditory three levels, providing an exclu-
sive and customized perfume. Such innovative systems are expected
to revolutionize the perfume industry, heralding a transformative era
of more all-encompassing and immersive olfactory exploration and
personalization.

5.3. Food processing system

The food industry is involved in the production and processing of
various types of food, beverages, and dietary supplements, making it
a multidimensional and challenging industry [75]. In today’s intercon-
nected world, customers are seeking convenient and efficient ways to
experience food and interact with it. Traditional methods of food pro-
cessing and communication often require physical presence, resulting in
time-consuming processes and limitations in reaching a wider audience.
To address these challenges, there is an increasing need for innovative
food processing systems that enable remote tasting experiences, reduce
communication time, and enhance customer satisfaction.

To deliver higher quality services, food processing systems need to
meet the demands of efficient and cost-effective communication. The
input system requirement description states: ‘‘The system is capable of
processing beef in various ways, such as pan-frying and boiling, according
to customer preferences. Additionally, it allows customers to remotely expe-
rience the flavor of the beef to confirm if their requirements are met. The
user experience of beef taste needs to be convenient, fast, and cost-effective
in order to save time and costs associated with order fulfillment’’.

The key keywords extracted by the input are: ‘‘beef’’, ‘‘boiling’’,
‘‘customer’’, ‘‘processing’’, ‘‘associated’’, ‘‘cost’’, ‘‘requirement’’, ‘‘taste’’.

As present in Fig. 12, the results obtained from MS-GCN exhibit a
strong correlation with the sense of taste, with a confidence level of
0.96. Furthermore, the computation of multisensory matching reveals
12
significant matching values for gustatory, auditory, and visual. In con-
junction with the MS-HCPS framework, a preliminary system solution
can be strategically formulated: The system synergizes cutting-edge
automated machinery with flavor analysis technology to surmount the
intrinsic constraints inherent in conventional culinary techniques. This
strategic fusion empowers the system to facilitate streamlined, multi-
modal food processing, thereby elevating the overall quality of the taste
experience. In the realm of auditory engagement, telecollaboration
technologies for simulating environmental and food processing sounds
offer a heightened level of fidelity and efficiency to remote interactions.
Furthermore, the ability to capture and simulate taste sensations can
be realized through the orchestration of coordinating beef food in-
formation encompassing both auditory and visual interaction, thereby
affording patrons the immersive opportunity to virtually partake in
their desired gastronomic experiences.

This food processing system serves to augment the interactive
dynamics between consumers and their desired culinary offerings.
Through its commitment to flavor fidelity and the optimization of
order placement methodologies, effectively bridges the geographic and
temporal gaps between consumers and food producers, and represents
a transformative shift in the food processing service paradigm.

5.4. Quantitative analysis

Our approach began with collecting a diverse range of user data
across various scenarios, resulting in a dataset that reflects real user
needs in system design. This dataset, detailed in Table 1, comprises a
diverse set of 12 sensory instances: 2 for vision, 2 for auditory, 3 for
haptic, 2 for olfactory, and 3 for gustatory cases.

Utilizing this dataset in our trained Multisensory Graph Convo-
lutional Network (MS-GCN), we performed keyword extraction and
classification, followed by the construction of sensory graphs and the
prediction of sensory recommendation confidence.

The classification performance, illustrated in a confusion matrix in
Fig. 13, shows remarkable accuracy of our model in classifying sen-
sory data. Notably, the predicted values were found to be completely
consistent with the true values, exhibiting precise accuracy across all
sensory categories. Although our experimental dataset is somewhat
limited, its well-distributed categories encompass predictions for each
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Table 1
Quantitative datasets.

System Sensory Label

1 Flower purchase system Visual 0
2 Bird watching system Visual 0
3 Sound simulation system Auditory 1
4 Music playback system Auditory 1
5 Assisted training system Haptic 2
6 Exoskeleton system Haptic 2
7 Weightlifting system Haptic 2
8 Perfume development system Olfactory 3
9 Odor generation system Olfactory 3
10 Food processing system Gustatory 4
11 Orange production system Gustatory 4
12 Soup preparation system Gustatory 4

Fig. 13. Confusion matrix.

case, highlighting the model’s robustness. This even distribution and
consistent prediction accuracy across various sensory modalities pro-
vide significant evidence supporting the robustness of our method,
despite the dataset’s limited size.

Constrained by the challenges inherent in data collection, the cur-
rent number of verification cases, and the scope of knowledge within
the CKG, our research faces certain limitations. Moving forward, we
plan to substantially broaden the knowledge base of the CKG. Simulta-
neously, we intend to seek out and incorporate a wider array of cases
for verification, with the aim of continually refining and enhancing the
algorithm’s efficacy.

5.5. Prototype design

To further advance the systematic design of the case studies, we
have developed a prototype for case one, employing the MS-HCPS
framework and MS-GCN model. This prototype entails an assisted
training system aimed at facilitating daily exercise routines, as present
in Fig. 14. It utilizes the HoloLens MR HMDs developer edition as
the platform for information system development, alongside a phys-
ical platform for lower limb exoskeletons. Through the information
system’s operation, users can partake in standardized exercise routines
guided by virtual coaches within virtual environments. Integrated with
the physical system, the exoskeleton robot assists users in performing
stretching, extension, fixation, and coordination exercises using exer-
cise equipment. Subsequently, users’ physiological data are collected
upon completing the training session, allowing for visualization of
exercise performance. The prototype of the assisted training system
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implemented the solution derived from the MS-HCPS framework, pri-
oritizing tactile, visual, and auditory interactions in the system design.
This system prototype, comprising an exoskeleton robot, XR simulator,
action dataset, user profile, and sports equipment, has been effectively
deployed in the domain of assisted locomotion.

In the physical system, users adjust and lock joint angles by rotating
knobs on the outer side of the exoskeleton robot, coupled with other
sports equipment for lower limb stretching exercises. The outer side
of the hip joint of the exoskeleton is designed with two sets of gear-
adjustable joints, providing two rotational degrees of freedom in the X
and Y directions of the thigh exoskeleton. The locking mechanism of
gear-adjustable joints operates on the principle of unidirectional rota-
tion of the ratchet wheel. An electromagnetic switch regulates the pawl,
which is actuated by a gear reduction unit linked to it. In addition,
users’ physiological data collection is facilitated by pressure and pulse
sensors embedded within the exoskeleton. In the cyber system, users
engage in target action practice by following virtual coaches within
the XR simulator. The simulator supports various natural interactions
such as gestures and speech, complemented by visual and auditory
cues to enhance tactile experiences. Users can immerse themselves in
the details of the virtual coach’s movements and adjust the angle and
speed of actions. Additionally, the display provides information on
training and remaining time for time management purposes. During
this process, exoskeleton robot can be utilized for corrective actions.
Bidirectional communication between the cyber and physical systems
is enabled through the bluetooth modules, allowing for the updating of
motion datasets and user profiles.

6. Conclusion and discussion

The present study proposes MS-HCPS as a multisensory interactive
framework for exploring HCPS. The sensory description and overall
framework are introduced, allowing creators and managers to approach
system design, management, and operation from a new perspective.
Additionally, this paper presents the MS-GCN model for sensory rec-
ommendation computation. The GCNs are briefly introduced, followed
by the construction of CKGs corresponding to five senses, and a detailed
explanation of the MS-GCN model construction process. Finally, the
effectiveness of this research is validated through three practical case
scenarios.

The contributions of this paper can be demonstrated in three as-
pects. Firstly, MS-HCPS explores a system interaction framework cen-
tered around human senses by integrating features from different
senses, thus promoting the research and application of HCPS systems
on a broader scale. Secondly, MS-GCN is capable of deriving the most
relevant senses and specific recommendation indices for the target sys-
tem based on user-input demand text. This model practically facilitates
the design and management of systems in MS-HCPS, enabling rational
allocation of research and development resources. The organization and
optimization of HCPS system inspiration, design, and innovation are
systematically enhanced. Thirdly, case conceptualization and design
requirements are proposed to address the research gaps in HCPS, specif-
ically in the areas of training assistance, perfume development, and
food processing. System framework design discussions are conducted
based on the computational results of this study.

The case studies demonstrate that this research effectively enhances
the efficiency of decision-making and execution in the early stages of
system development. However, MS-HCPS can further investigate the
implementation methods of various sensory interaction technologies
in more detail. Additionally, MS-GCN has the potential for further
expansion. We will try to establish the interconnections among the
five senses using the Knowledge Graph, and employ the MS-GCN for
quantitatively articulating the relationships between senses as well as
potential synesthesia interaction methodologies.
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Fig. 14. Prototype of case one assisted training system.
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